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Abstract

This work analyzes the relationship between ret@r@st rates and commodity prices.
According to Frankel's hypothesis (1986-2006): “logal interest rates lead to high
real commodity prices”. However, some empiricaldevice suggests that commodity
prices can predict monetary policy. In this wayerthis an endogeneity between
commodity prices and monetary policy. Using Fraiskelodel we include a Taylor
rule equation in this theoretical model, whichustanalyze the endogeneity problem.
In order to find empirical support of this modelge vestimate SVAR and, using
guarterly data from 1962:Q1 to 2009:Q1, we find thea overshooting of commaodity
prices to 1% increase of real interest rate caa lmenimum of 2.86% and a maximum
of 5.97% depending on the chosen model. The inere&seal interest rate given a
1% increase in commodity prices is positive ancdhificant but of small magnitude
(0.20% - 0.05%).
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1. Introduction:

As Webb (1988) suggests, the interest of MonetaligyPto study commodity prices
is given for two prepositions. The first is thabfomodity prices are determined in
auction markets; they will therefore change quigklyesponse to monetary policy
actions”. And second, “changes in commaodity priaes good predictors of future

aggregate price change”. If this is true then “comality prices might well be a useful
guide for monetary policy, possibly serving asrmerimediate target or at least as an
important indicator variable” p. 3.

Commodity prices are one of the most flexible wioethe economy; they can most
accurately reflect the effect of monetary policyo(@o, 1980). In this sense, by
understanding the behaviour of commodity prices, @@ understand monetary
policy behaviour, and vice versa. Notice that tbenmodity price is a global price
and should therefore reflect the global monetarjicppoor at least the monetary
policy of the most important economies (US, UK, &aone and Japan).

The second reason to study commodity prices isthiegt have a huge influence
on the behaviour of the majority of economies. st recent boom in commodity
prices, which occurred during 2003 to mid-2008, hastrong effect on the national
income, exchange rate, current account and fisedhnbe of developing and
developed countries. As some authors describe, db@an was explained by an
important increase in global demand, as a resuifiaifally low interest rates during
previous years (Aranget at(2008), Askari and Krichene (2007), and Cechettl an
Moessener (2008))

Currently, with a recession in the most importamtirdries of the world (United
States, Europe, UK, etc), the increase in commauliges has halted. However, this
appears not to be for long term because the FeBastrve Bank and the Bank of
England, along with other banks in the world, hgresatly reduced interest rates. As a
consequence, commodity prices have recently starteelasing againHgure 1).

It sees that there is a very important relationgi@pveen commodity prices and
interest rates. How can economic theory explais blehaviour? How do changes in
commodity prices influence monetary policy decisi@and how do monetary policy
decisions affect commodity prices? The aim of gaper is to answer these questions

2 Other factors as supply disruptions and speculdtar done an important role.



and give more information about the impact of manepolicy on the behaviour of
commodity prices and vice versa.

Figure 1: Real interest rate- FED and real commaodit price index-CRB: 2000-2009
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This paper is divided into seven sections. Thet fexction is being with this
introduction. The second section presents a shiat of the literature on studies of
commodity prices and monetary policy along withitimost important conclusions.
The third section examines the theoretical Fraskelbdel which is the basis for the
empirical SVAR approach presented in the fourthigecThe fifth and sixth sections
show the results and robustness of our model, amallyf the seventh section

summarises the findings and conclusions.

2. Literature review

There was considerable research in to relationsbipveen monetary policy, interest
rates and commodity prices during the 80°s. Bordi280Q) showed empirically that
prices of raw goods respond more quickly to mornetgwowth than prices of
manufactured goods. This is because the contrnaaitgte is different between these
two sectors. For example, the auction market, wigchn example of commodity
prices, is characterized by relative price flexipil

Frankel and Hardouvelis (1983, 1985) use commopliiges as a potential
measure of the market’s perfection of the curreoh@tary policy. According to them,
commodity prices are like assets, because thegpaieefree to adjust from day to day.
They looked at the reactions to money supply anoceonents by observing the prices

of nine commodities (gold, silver, sugar, cocodifleafeeders, wheat, soybeans, and
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corn). They found that during the period 1980-1982, market had confidence in the
Fed’'s commitment to stick to its money growth tasge

Following on from this work, Frankel (1986) deveto;m more detail his
overshooting model of commodity prices which folloWornbusch’s (1976) model.
According to Frankel, a decline in the nominal mpsapply implies a decline in the
real money supply in the short run, because pacessticky. As a consequence, this
increase in the real interest rate will deprest ceanmodity prices: “They overshoot
their new equilibrium in order to generate an exa@an of future appreciation
sufficient to offset the higher interest rate” g43 Finally, Frankel (2006) finds more
evidence to support the relationship between marest rates and real commodity
prices. In this case, he develops the concept wénitory cost, and explores
empirically the inventory cost effect on commogtyces.

Some current papers have continued to explore eralyr Frankel’s idea. Arango,
Arias and Florez (2008) find evidence in supporthef fact that interest rates seem to
maintain a negative relationship with commoditycps. They use a Panel data of 28
commodity prices, and take into account other e like productivity, traded
guantities of commodities and lags in interestsalMonetheless, this relationship is
not clear for the period 1980-2009. According taAgoet al. (2008), the effect of
interest rates on commodity prices can take mae tme period to become evident.

In addition to the view of commodity prices beingreasure of the market's
perfection of current monetary policy suggestedFbgnkel, Webb (1988) suggests
that commodity prices are an important predictofubfire aggregate price changes.
This view has been analyzed extensively in theditee, for example by Garner
(1989), Awokuse and Yang (2003), Cody and Millsq1Pand Pecchenino (1992),
among others. In general they have found evidsopgorting the idea of commodity
prices being an important predictor of inflatiorddture monetary policy. Awokuse
and Yang (2003) for example, using the methodolmigljoda and Yamamoto (1995)
for an alternative procedure of the Granger Catysaést, found evidence that
commodity prices do not move with changes in laggetroeconomic variables;
however commodity prices give a significant expteoraof the future path of the

federal fund rate, CPI and industrial production.



Cody and Mills (1991), using a SVAR model, foundttthe response of monetary
policy to commodity priceswas small, and not statistically significant foetperiod
between 1959:1 and 1987:12. However they showedfttiee Federal Reserve gives
more weight for stabilizing inflation, then the wpéal response requires tighter policy
when commodity price inflation accelerates. Newddhs, some authors have
suggested that commodity prices lost the abilitgrdict inflation after the mid-1980.
This is the belief of Blomberg and Harris (1995WrlBng and Ingenito (1996) and
Cecchetti and Moesser (2008). The latter found thating the last 15 years,
commodity prices have not produced stronger secoudd effects in headline
inflation for the 19 countries considefed

Moreover, there is a highly esteemed group of rebeas who study monetary
policy shocks using VAR and SVAR models. In genettaése models have included
the commodity price variable in order to get a mgpecific idea of the reaction of
monetary policy function. As mentioned by Brissinaasl Magginas (2004), the most
common empirical problem found in these studiesbeen the price puzzleThis is
evidence of a serious misspecification problenmparticular in the model’s equation
describing the monetary policy reaction functiors & solution for the price puzzle
problem, some authors have proposed adding the oditynprice index. The
inclusion of this variable has been justified bg fact that commodity prices contain
information on the future expectation of inflation.

Kim (1999) reported that “after including some adtes representing inflationary
pressure such as the commodity price index in tlmetary reaction functions,
research has resolved the price puzzle” p. 389. dvew as argued by Christiano,
Eichenbaum and Evans (1998) the assumptions albwutrdlationship between
commodity prices and monetary policy are more cliffi to assess on theoretical
grounds given the absence of an explicit monetanyeral equilibrium model that
incorporates a market for commodity prices.

The use of the commodity price index in VAR moda$sa predictor of future

prices is not unique. There is some work that adbtef using commodity prices has

% The authors do not analyze the contemporaneoesteff commodity prices given a change in
monetary policy rule.

* Canada, Denmark, the euro area, Japan, Norwayjew8&witzerland, the United Kingdom, The
United States, China, Chinese Taipei, Hong Kong SAlhgary, Indonesia, Korea, Mexico,

Singapore, South Africa and Thailand.

® This is known as a positive response of the gezel to a monetary policy tightening (reported by
Brissimas, Magginas (2004), Kim (1999), ChristiaB@henbaum and Evans (1998) and other authors).
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used the exchange rAwr leading composite indicators. This is the aafsBousa and
Zaghini (20074), Peersman and Smets (2001) and Brissimis and Magd2004).
Sousa and Zaghini (2007a) analyze the internativanmission of monetary policy
shocks focusing on the effects of foreign liquidity the euro area. Instead of
commodity prices they use the real exchange rat@ asmriable in the reaction
monetary policy function. In this case, the monetapolicy responds
contemporaneously to monetary aggregate and exehatey

Brissimis and Magginas (2004) show that augmenéingtandard VAR with a
small number of variables which have forward logkinformation (federal funds
futures and leading composite indicator), allotwsm to produce a theory-consistent
response function to monetary policy shocks. Ia taise the use of commodity prices
is substituted by the leading composite indicaths. we can see, the use of a
commodity prices index in the specification of thenetary policy reaction function
has been more arbitrary and more for convenienare for theoretical arguments.
Moreover, in these models the overshooting of coditygrices given a shock in the
monetary policy is usually not analyzed.

Some of the papers that have recently emphasizedritiogeneity of commodity
prices and monetary policy have been Browne andi@r(2007) and Askari and
Krichene (2007). The former showed that there aweglrun and short run
relationships between commodity prices, consumeegrand money. Using a co-
integrated VAR model they found that commodity psiénitially overshoot their new
equilibrium values in response to a money suppbckland that this effect is finally
reflected in consumer price inflation. Askari anddiene (2007) found that during
the last boom in commodity prices, 2003-2008, tioeaase in prices was a result of a
monetary shock; this means a low interest rate.ifi¢rease in commodity prices was
not reflected in the consumer price index (thetm@ship between consumer and
commodity prices seemed to have weakened), caaspudicymaker to be a wrongly
influenced about the price stability. “Neglectingfarmation for commodity prices
may result in unsustainable monetary policy” Askand Krichene (2007) p. 3.

In summary we can observe from the literature adogenous relationship

between commodity prices and monetary policy. Bhexgh in the literature we find

® The justification for the exchange rate is thangein asset price, it reacts immediately to chairges
all the other variables, as commodity prices.

"However, in Sousa and Zaghini (2007b) the authsescommodity prices and a measure of global
liquidity for the G5.



empirical studies that analyze this relationshiperé are no presentations of a
theoretical framework. For that reason in this pape present a theoretical model
that permits us to support the endogenous empiratalionship between commaodity
prices and monetary policy. Using Frankel's mode86-2006) and including a
monetary policy rule, we test this relationshipanySVAR approach. In contrast with
the general studies, we impose the contemporandeusfication restrictions given
by our theoretical model and in a non-arbitrary wllye contemporaneous coefficient
estimations and the impulse response functione¥#riables, support our model.

3. Structural Approach
3.1 Intuition of Frankel model
As suggested by Okun (1975) and Bordo (1980), tisemedistinction between the
prices of manufactured goods and those of comnasditi
“The former are the ones with sticky prices: they differentiated products traded in
imperfectly competitive markets where there is nstantaneous arbitrage to insure
perfect price flexibility. But the latter do havieXible prices: they are homogeneous
products traded in competitive markets where abérdoes insure instantaneous
price adjustment. Commodities are more like agsetisis respect. Since their prices
are free to adjust from day to day, and even fromute to minute, they offer a
potential measure of the market’s perception ofenirmonetary policy’, reported
by Frankel and Hardouvelis (1983) p. 2.
Following this intuition, Frankegt al. (1983-2006) explain the overshooting model as
follows: Suppose that the economy presents a dird@oin money supply and that
this is expected to be permanent. Then in the tangall the prices should fall by 1%.
But given that in the short run the manufacturegmiare fixed, the reduction in the
nominal supply is a reduction in real money supply.equilibrate the money demand
the interest rate may increase. But given that codity goods are storable, they
should follow the arbitrage condition (the raterefurn on Treasury bills can be no
greater than the expected rate of increase of caltynprices, minus the storage
cost). Then the commodity prices must fall todayrayre than one percent.
Frankel (2006) explains that this temporary inceegsthe real interest rate

can be given whether via an increase in the nonmbealest rate, a fall in the expected

8 Additionally, Frankeet al (1983) reports that: “Okun himself recognized #@minmodity prices
would be sensitive indicators of inflationary exiadions. It is not just that commodity prices aneef

to adjust and others not. Commodities tend to beeraasily stored and resold, so that they takden t
speculative quality of assets as well. An expeatatif future inflation will raise demand for
commodity prices, and thus drive up the price td¢geag.



inflation or both. The fall in commodity prices wdwbe given until they generate an
expectation of future appreciation that incentitres firms to hold inventories despite
the high carrying cost. “In the long run, the gexh@rice level adjusts to the change in
money supply. As a result, the real money suppdal finterest rate, and real
commodity prices eventually return to where theyeXd-rankel (2006) p. 5 (see
figure 2). The reason for the overshooting in commoditggsiis because they adjust

rapidly, while most other prices adjust slowly, Bor(1980) and Frankel (1984).

Figure 2: Overshooting of commodity prices
Shock of an increase in the real interest rate @tayg contraction)
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Note: q: real price of commodityp: economy-wide price index; real interest rate.

3.2 The model
The formal model is taken from Frankel (1986-2006)e economy is characterized
by two types of goods: commodities and manufactgeads. The first are flexible

and the second are fixed. Then the overall privelles an average of manufacture
prices p,, , with weightinga , and commodity pricep, , with weighting (—a):
p=ap, +{1-a)p, (1)
As showed by Frankel (2006, 1986) the equationdhatacterizes the dynamic of the

commodity prices follows Dornbusch’s overshootingdal (1976): (for more details

of the model se@ppendix A):

p. =-6(p. — p.)+ p° 2)
Where p. is the change of the log of commodity pricg§the expected change of the
log of overall price level, angb, the long-run equilibrium commodity price.

We can re-express the equation (2) in real terms as

pe =-6(q-7q)+ p° 3)



Where g is the real price of the commoditygE p, — p), andgis the long run

equilibrium real price of the commodity. This eqaatmeans that if today the real
price of a commodity is lying above or below itaiderun value, in the future it
should regress back to its equilibrium over timtegraannual ratéd).

The second equation is the arbitrage condition thpresents the decision
between holding the commaodity for another periogalting it at today’s price and
receiving interest. In equilibrium the expectediretof these two alternatives should
be the sante

pe tC=i (4)
Wherec is the net benefit of holding inventories anthe interest rate. According
with Frankel (2006) the net benefit of holding int@ries is compound bgy: the
convenience yieldrom holding the stocksc: the storage costsand rp: the risk
premiumof holding inventories.

C=cy—-sc—rp

Combining (3) and (4)

q=q-;ﬁ-ﬁ-d (5)

Assuming the Fisher equation= p® =r, where () express the real interest rate we

have:
a=q- (=) )

Equation (57) illustrates that the commodity reptice is inversely
proportional to the real interest rate and positieethe net benefit of holding
inventories. “When the real interest rate is high,in the 1980, money flows out of
commodities, just as it flows out of foreign curcegs, emerging markets and other
securities... Conversely, when the real interest iatew, as in 2001-2005, money
flows into commodities, just as it flows into fogei currencies, emerging markets and
other securities” page 8, Frankel (2006). The arashy this happens is because
agents want to protect their investment from indkat(Frankel and Hardouvelis,
1985).

Using the equation (57) in tinte

q=q-;&-q) (57)

° This arbitrage condition has also been studieBdston and Laroque (1996)



Notice that in Frankel's model the change in mosegply is exogenous. However
assuming that there is a central bank that wantsritrol the money supply according
to his target of inflation, we can include in theodel a monetary policy rule.
Following Taylor (1993) a simple monetary policyergan be defined as:

i, = p+r +afp - p)+e(y, -y) (6)
The equation (6) indicates that monetary policyeases the nominal interest rate if
there is any observed deviation of the inflatioterand growth above his long-run

tendency (target).

We can rewrite the Taylor rule in real terms as:

r=r +a{p - p)+y(y -y) (7)
However we can assume that there is some smoalte imterest rate (see Batini and
Haldane (1999%

ro= Py + (L= p)r +alp, - p)+ly - y)+{(va-y) 8)

Rewriting the equation (57) and (8) to one perioadvance (timé+l), we have:

1
Qv =0~ 5 (rt+1 - Ct+1) (9)
M = O (1_:0)r + (’J(ptﬂ - p)+¢/(yt+l - y)+ Z(yt - y) (10)
And calculating the difference ir1 andt of these two equations we get:
1
Qs =G = _5[(rt+l - ) - (Ct+l —-C )] (11)
M — 1 = p(rt - rt—1) + C"’(le - pt)+¢/(yt+l ~ Y ) + Z(yt - yt—l) (12)

The terms:(ct+1 —ct) is the change of the net benefit to hold inveeriAs
suggested by Frankel (2006) we can use the grofuifieoreal economy activity as a
proxy of theconvenience yield term (cg),; —C = V.., — Y, However given that we
do not have any variable to measure sherage costerm §¢) and therisk premium

(rp), we use the structural error tewfi in the equation in an attempt to try to capture
this effect. Substituting this assumption in equaijl1l) we have:

1 ,
Qs1 — G :_5[(rt+1_rt)_(yt+1_ yt)]+uq (129

This type of transformations in monetary policyerblave been used by a lot of different authors:
Clarida, Gali and Gerther (2000) and (1998); Jadd, Rudebusch (1998); Rudebusch and Svensson
(1999); Levin, Wieland, and Williams (1999), antiexts. Additionally, a lot of works propose a
forward looking Taylor rule, but the estimation\GAR models make it more complicated. A proposal
of this can be seen in Brissimis and Magginas (20040 propose an augmented VAR model.
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The structural error termm®is assumed to be white noise. On the other haond) fr

equation (1) we have that the annual inflationive by:
P =ap,, +{1-a)p,. and p, = p, — p,11

Using these conditions and = p, — p we find that

P = P = (pt+l,m - pt,m)+ (qt+l - Qt)_ (qt—3 - Qt—4) (13)

a a
Substituting (13) in (12) and including the struetterror term:

1- 1-
g — 1 = p(rt - rt—l) + a‘(ptﬂ,m - pt,m)+ w( aa) (qt+1 -G ) - w(aﬂ) (Qt—s - Qt—4)

+[/I(yt+1 - yt)+ Z(yt - yt—1)+ u’ €4

Then the equations (12") and (14) are the basiatapus of our model. In the former
we can see how one change in the real interesthestea negative effect in the real
change of commodity prices, and in the latter éqgnate see how one change in real
commodity prices has a positive effect on the ckaofythe real interest rate. This
positive relationship can be explained by the fiett if the increase in the real
commodity prices is reflecting an increase in thieife expectations of inflation, then
the real interest should increase to control thpeetations.

The last equation is a simple Phillips curve; thggiation assumes that the

inflation int depends on the output gap and past inflafion
b =v(v-v )+ b (15)
Rewriting the equation in differencer{ andt) and including the structural error term

we have:

P = P = V(yt+1 - yt) + (pt - pt—l) +u® (16)

4. Empirical Approach
4.1 Structural VAR (SVAR)

The structural VAR is a vector autoregressive mdtat permits contemporaneous

relationships between the elements of vextotn this way, we can model dynamic

™ We use this definition given that we are workinighvguarterly data.

2The New Keynesian models propose a Phillips casva function of the future expectations of the
inflation. This type of work should model the rat#d expectations as is done in Keating (1990),
Hansen and Sargent (1979) and others. This woekgeay complex for that reason we are assuming a
simple Phillips curve.
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and contemporaneous endogeneity between varidblesatrix form we can write the
SVAR (Hamilton, 1994, Section 11.6):
BoX, =K+ B X +ByX, +.....# B X, +U, (a7)

where u, is white noise. This means that the structuratudisnces are serially

uncorrelated, thercju,u, |=D, whenD is a diagonal matrix. Pre-multiplying by

B.,*, we have the reduced fordAR) of the dynamic structural model:
X, = B;l(k+ BX 4 +ByX_, +. A Byx_, t ut)

X, =C+D X, +P, X, +..... ¥ P X_ +& (18)

t-p
Where: ®_ = B;'B, (s =1,2....), c=B;’k and¢, = B;'y,

The variance-covariance matrix is given by:

I

Eee| =B Eluu, |(B2) =BD(B) =0

Then we use the equations (12°), (14), (16) present our structural VAR

model in a matrix formB,x, =K+ B,X,_, + B,X_, +.....+ B X_, +,

1 0 0 0 || Yeur = Vi ky :8111 112 113 114 Yia = Vi
_,351 1 0 0 P — P - "2 |4 :3;1 212 ;3 ;4 Pia — P

k
0 0 1 1 1 1
- Ba 0 1 Bz || Ger — k3 Bz 32 33 34 || G ~ Gk
_p0  _ p0 0 _ 1 1 1 1 _
Ba Ba By 1 MR K, B 42 43 a |l T~

+...

181’; :31’; :81% :31’1)1 Yi-pr1 7 Yi-p u’
:32’)1 lgzpz :82p3 2’21 Pi-pra = Pe-p + uf
ﬁSpl :83')2 ,83')3 ,83‘21 Oi-ps1 ~ Qi-p d
,B4p1 184‘)2 :34‘)3 4'21 rt—p+l - rt—p

As reported by some authors the non-recursive tsireiof the VAR, gives an

+

c

r

c

advantage over the recursive method by permittimg hodelling of a realistic
economic structure. As in Kim (1999) we allow theedback between commodity
prices and monetary policy using the non-recursivecture. “...in this generalized
method, it is possible to construct a structureveilhg for the current mutual effects
between monetary policy shocks and a variablels ascommodity prices, which are
expected not only to affect monetary policy conterapeously but also to be affected

by monetary policy contemporaneously” p. 392.

13 To simplify the empirical estimation we substityte, by p, in equation (14). Moreover we are
not imposing any restriction in the lags.
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Notice that we are assuming the equation for thd®Growth just depends of
the lags of variables in the economy. This mean tifia shocks in growth are not
related contemporaneously with any of the otheck&foThis assumption is used in
the majority of literature that analyzes the shotkmonetary policy (Kim, 1999),
Peersmand and Smets (2001) and Sims (1992), Sadsaaghini (2007), Brissimis
and Magginas (2004), among others). They justify #ssumption by the adjustment
cost. As reported by Sousa and Zaghini (2007)Hwit quarter, firms do not change
their output and prices in response to unexpechkeshges in financial variables or
monetary policy due to adjustment costs” p. 6. matire of adjustment costs can be
menu costs, adjustment costs in investment andagmgint, etc (Kim, 1999).

This system is stable if all the values othat satisfy the following condition lie
outside the unit circle (Hamilton, chapter 10, $9p

I, —d)lz—CDzzz...—quzF" =0. This condition is guaranteed if our variables are

stationary 4(0).

4.2 Identification problem

Notice that the estimation of the structuv&AR model hasn®more parameters than
the VAR, then, in order to find a unique solutioe wequire two conditions to be
satisfied: the order and the rank condition. Thdeorcondition requires that the

number of free parameters in matrid@sand D should be less than the number of
free parameters in matr® . SinceQ is a symmetric matrix then, the number of free
parameter of matrix is defined by(n(n +1)/2).

Assuming thatD is a diagonal matrix, them, can have no more free

parameters tham(n-1)/2. We can impose two different restrictions on nxamj .
The first is the normalisation restriction that aito assign the value of 1 to variables

% ; in eachi equation. And the second is the exclusion regindhat aims to assign

zero to some variables in the equation (espectalitemporaneous relations). These
restrictions are defined by the theoretical model.

The rank condition for identification of a struauiNAR is more complex.
This requires that the columns of the matdidbe linearly independent; which is
defined as (see Hamilton, section 11, 1994):

3= ovecHQ) avecHQ)
26, 36,

13



The operatovecH ) picks out the distinct elements 6f. This condition is sufficient

for local identificatiort”.

Imposing the restrictions suggested by the themakethodel, we construct the

matrix B, and find the relationship between the error terfnthe reduced form and

the structural disturbances; = B;"u,

1

gy 1 0 0 0] |uw
el l-m 1 o of|w
&l _133?1 0 1 :33?4 u?

&' _,84?1 _:84?2 _:84?3 1 u’
Then, according to our theoretical model, the ma@j has 6 free parameters

to estimate, which are exactly the same parametengquire for the order condition
to be satisfied.

In general the majority of models studying monetaolicy shocks use the
specification proposed by Kim (1999). He estimae¢AR model with 5 variables
(nominal interest rate, monetary aggregate, CRlustrial production and nominal
commodity prices). In contrast to Kim’s specificatj we do not include the variable
of monetary aggregate, because we are not intdregstaodelling the money demand.
The money supply in our model is given by the mangepolicy reaction function. In
Kim’s model, the interest rate responds to the conity prices and the money
aggregate. A difference with our model the monepatjcy function does not react to
the current value of output and price level. Acaogdto the author, in the moment
that the monetary authority takes the decision atimiinterest rate, they do not have
all the relevant information available (informatiatelay). However, we are not
making this assumption. In the case of the commodiice’s equation, Kim’s
specification is arbitrary. Given that the commypdiescribes an asset, he assumes
that all variables have a contemporaneous effecthenworld export commodity

prices. Nevertheless, in our model the commodiigefs equation is clearly identified.

5. Results
5.1 Data
To estimate our model we will use quarterly datarfr1962-Q1 to 2009-Q1. Given

that we do not have a global variable of interast ms for commodity prices, we will

4 The Eviews 6 program evaluates numerically thisdition at the starting values, checking the
invertibility of the “augmented” information matrsuggested by Amisano and Giannini, (1997).
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use data from the United States as a substitutevdolid data: Then we will use the
US Gross Domestic Product- GDP, US Inflation- INfél aifferent nominal interest
rates. The Federal Funds Rate -FF, and the nonmteakst rate from the Treasury
Bonds at 1, 5, and 10 years, we will call 1Y, 5 d®Y respectively. For the world
commodity index prices we use different indexes:first is the Commodity Research
Bureau Index-CRB index, aggregated and by subgrddpsals-CRBM, Oil-CRBO
and Raw materials-CRBR. The last two indexes usedveody’'s (MOO) and S&P
index (S&P). The information available for theseotimmdexes is from 1976:Q1 and
1970:Q1 respectively. To transform the interest rates and the commagiges in
real terms we use the CPI and the prefix R to atdieal terms

To check if our variables are stationat{®) we use the Augmented Dickey-
Fuller Test (ADF) and Phillips-Perron Test . In gral the variables in levels have a
unit root, however we are interested in the diffiee at quarterly frequency

(t-(t-1) and the difference at annual frequerity-(t —4)) which are in fact

stationary (see table Bl in th&ppendix B). All the variables are in natural
logarithms except the interest rates and inflatiie. use different criteria to select the
number of lags (LR, FPE, AIC, SC, HQ)

5.2 Estimating the contemporaneous coefficients.

Table 1 presents the estimation of contemporaneous refdtipa of our model in
difference at quarter and annual frequency. Thst &iolumn indicates the estimation
using the real Fed Funds Rate- RFF, the second, @hd fourth column indicate the
estimation using the real interest rate of TreasBonds at 1, 5 and 10 years,
respectively.

For the model in difference at quarter frequency vied that the
contemporaneous reaction of inflation to econonctevaly is positive. However this
coefficient is not significant. The reaction of reammmodity prices to economic
activity is positive, and to the real interest rateegative, as our model predicts and
both coefficients are significant. Finally, the temporaneous reaction of real interest
rate is positive with the economic activity and eoatity prices, but negative with
the inflation. Nevertheless our model predicts sitpe reaction with inflation. But as
we will see later, this reaction turns out to bsipee after 4 or 5 quarters and is still

significant Table 1)

15 See the source of the data in Appendix B
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For the model in difference at annual frequencygeebetter results, since in this
case the majority of coefficients are significaexdept for the model using the Fed
Fund rate). In general we get the same dynamibesibdel at quarterly frequency,
including the negative reaction of the real interase to the inflation, but as in the
first model the reaction returns positive and sidinificant after some quarters.

Table 1 Model with different real interest rates: estimation of the contemporaneous
relationships (RCRB)

Difference at quarterly frequency (t - (t —1))*
Parameters RFF R1Y R5Y R10Y
-B% -0.0637 -0.0571 -0.0533 -0.0520
(0.0477} (0.0476) (0.0469)" (0.0464)"
-B% -2.4947 -2.0940 -1.6910 -1.4861
(0.7826) (0.6380) (0.5007) (0.4642)
33, 5.9727 4.9446 4.1230 3.8764
(2.0615) (1.4889) (1.0638) (0.9652)
-B% -0.0052 -0.0632 -0.0835 -0.0745
(0.1049)" (0.0829) (0.0594)" (0.0498)"
- 3%, 1.1283 1.0915 1.0063 0.9715
(0.1983) (0.1531) (0.1058) (0.0878)
- B, -0.2098 -0.1656 -0.0995 -0.0753
(0.0459) (0.0322) (0.0192) (0.0147)
Difference at annual frequency(t - (t —4))**
-B% -0.1043 -0.0948 -0.1063 -0.1082
(0.0518) (0.0517) (0.0493) (0.0481)
-B% -2.1063 -1.5623 -1.2955 -1.1399
(0.6670) (0.5587) (0.4769) (0.4502)
33, 4.0980 3.2854 2.8391 2.8663
(1.5133) (1.1098) (0.9129) (0.8988)
-B% -0.1140 -0.1953 -0.1815 -0.1437
(0.0994) (0.0752) (0.0550) (0.0461)
-, 0.9577 0.9449 0.9306 0.8991
(0.1634) (0.1221) (0.0896) (0.0762)
- B, -0.1750 -0.1253 -0.0722 -0.0546
(0.0422) (0.0274) (0.0163) (0.0128)
Y Level of significance below five percent.
* Number of lags 8. The value in parenthesis isstlamdard error
*Number of lags 12. The value in parenthesis & standard error

Moreover, the overshooting of commodity prices &alrinterest rate is still
negative and significant. Comparing the magnitudethe overshooting in both
models we can see that the reaction in the difteregquarterly frequency model is
bigger than in the annual frequency model, esggadialthe case with the real Fed
Fund rate. For example, the overshooting of comtyqatice to a 1% increase in the
real Fed Fund rate is -5.97% in the first, and 9%0in the second model.
Nevertheless, in both models, the overshootingpafiroodity prices begins to decline
with long-term interest rates. The reaction of manepolicy rule to a 1% increase of

commodity prices is just 0.20% and 0.17% respelgtileven though this reaction is
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significant, the magnitude is reduced (the sameltesre achieved by Cody and
Mills (1991)), and in comparing the models withferent interest rates the results are
found to be similar. To understand better the dynarhour model we should analyze

the impulse response functions.

5.3 Impulse response function

Notice that from the equatiorg, = B;'u,, the VAR innovationse, is a linear

combination of the structural disturbanags then:

%:B_l
' 0

ou,

And, the impulse response function for the SVARii&n by:

aXt+s = aXt+s a‘s‘t - Lpsbj (21)
ou, 0¢ Odu,

Whereb' is thejth column of B;*. The impulse response function describes the

response ok, to one-time unit change in the structural emqr. As we can see, we

have four structural shocks in our model:: shock in GDPuP®: shock in inflation,
u?: shock in real commaodity prices, and finaily: shock in monetary policy or real
interest rate.

In Figure 3 we have the impulse response functions given byntloelel in
difference at quarterly frequency using the 5 yeml interest rate. Remember that
since our variables are in logs, this difference ba seen as a quarterly growth. The
first column shows us the reaction function ofth# variables given a shock in GDP.
As we can see, a shock in economic activity hassitige effect on the change in
inflation (we can see this as an accelerationfiation) and is significant until the"s
or 7" quarter. Moreover, the response function of mahmodity prices and real
interest rate to GDP shock, is positive, but disapg rapidly.

The second column shows us the dynamic given adhaaflation. The impulse
response of economic activity is negative and &icant between the third and fourth
guarter but of small magnitude. The reaction fuorcif real interest rate is negative
and significant during the first 5 quarters. Howetke response of commodity prices
is positive in the first period but disappears dapi The third column shows us the
dynamic given a shock in commodity prices. The oesp of economic activity is

negative around the fifth quarter but still notrsfggant; Moreover, the response on
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inflation is positive and significant until the"5quarter and the response of real
interest rate is positive but again this effecagisears earlier.

Figure 3: Model in difference at quarterly frequeng/ (R5Y)

Response to Structural One S.D. Innovations + 2 S.E.

Response of d(GDP) to Shockl Response of d(GDP) to Shock2 Response of d(GDP) to Shock3 Response of d(GDP) to Shockd
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Note: shock 1: represent a shock in GDP, shock 2: sepitea shock in inflation, shock 3 represent alsiroc
real commodity prices, and shock 4: represent aksimomonetary policy or real interest rate.

Finally the fourth column shows us the dynamic giaeshock in monetary policy
or real interest rate. The effect in economic atgtimgain is not significant; however,
the impulse response of inflation is negative aigdicant around the fifth quarter.
The response in real commodity prices is negat¥eg significant magnitude, and
remains significant after thé"7quarter. In summary, the dynamic for the model in
difference at quarterly frequency is as we expechedvever the effects disappear
earlier and are not always significant.

In the Figure 4 we have the dynamic for the model in differenceaanual
frequency and using the real interest rate at Bsy&de can understand this difference
as an annual growth in variables. The dynamic loftha variables, given a shock in
GDP and a shock in inflation, is very similar te tmodel in difference at quarterly
frequency. However, the dynamic given a shock immodity prices becomes more
significant.
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Figure 4: Model in difference at annual frequency R5Y)

Response of d4(GDP) to ShockL

Response to Structural One S.D. Innovations + 2 S.E.
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Note: shock 1: represents a shock in GDP, shock 2esepits a shock in inflation, shock 3 representmaksin
real commodity prices, and shock 4: representr®eksin monetary policy or real interest rate.

For example, the impulse response of economic igctie¢ now negative and
significant between the™sand 18' quarter. In the literature there are some authors
that have reported this negative effect. Hamilta88@) argues that the evidence
presented from the period 1948-72 supported thanaegt that oil shocks were a
contributing factor in at least some of the U.Sessions prior to 1972. Moreover
Herrera and Pesavento (2009) report evidence snatay as well:
“We find that a one-time 10% increase in the reapnce had a larger and longer-
lived effect on output growth... In addition, thetbiscal decomposition suggests an
important contribution of oil prices to economiadtuations, particularly during the
years following the Arab-Israeli War and the Perstaulf War. The contribution
declined in the late 1990s, but appears to haveeased somewhat during 2006”
p.131.
Even though in our case we are analyzing the agtgegommodity prices, the
negative effect in GDP’s growth is significant. Gme other hand, the impulse

response of inflation to a shock in commodity msicepositive and significant during
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the first 10 quarters, however before disappeaitagffect returns to negativé The
impulse response of real interest rate is posamn significant during the first quarter
and between the"8-17" quarters approximately.

The dynamic of the difference at annual frequemgyen an increase in the
real interest rate, is much better. The impuls@arse of the economic activity is
now negative and significant during the first figearters. As before, the reaction of
inflation is negative and significant around thevesgh quarter and finally the
negative overshooting of commodity prices is agagmificant roughly until the sixth
guarter. Notice that as predicted by our modelegian increase in the real interest
rate, the commodity prices immediately show a negabvershooting from the
equilibrium value and then some quarters lates, ti@gative effect is reflected in the
inflation.

Our results are not different from other auth@ween if our model is more
reduced and we use variables in real terms. Fanpbea Christiano, Eichenbaum and
Evans (1998) found that: “ in response to a cotivaary policy shock, the federal
funds rate rises, monetary aggregates declineo(adth some with a delay), the
aggregate price level initially responds veryditthggregate output falls, displaying a
hump shaped pattern, and commaodity prices fal4pThen as Kim (1999) argues
these results supports the validity of our idemidyassumption.

Furthermore, as has been done by other authorspmeare the dynamic of our
model with the impulse response function using @l€ky decompositioh (the
results are presented in tA@pendix C). As we can see the results do not change
significantly, supporting again, the validity oframodel.

In terms of variance decomposition the resultssamglar to those found in the
literature Table 2). The monetary policy shocks do not have an impontale in
explaining the variability of the GDP. The samereported by Sousa and Zaghini
(2007), Kim (1999) and Peersman and Smets (2008yeter, even though the
variance in real commodity prices is in generallaxgd by the innovation of itself,
at 20 quarters the shock in real interest rate ez@homic activity can explain a

significant magnitude of increase (15% in each).

'8 This result can be explained by the seasonalith@teries that we are modelling. To remove some
noise as this, some works report the average dfilsegesponse functions.

" The Cholesky decomposition is used when we ammasng VAR models , the comparison permit
us to see how much our dynamic change when wergresing the contemporaneous restrictions (the
order of the variables still the same: GDP, INFRBC R5Y).
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Table 2 Variance decomposition: model in differencat annual frequency

Variance decomposition of | Variance decomposition of | Variance decomposition of | Variance decomposition of
GDP inflation real commodity prices real interest rate

Steps| S1 | 2 | S3 |SA| S1 | &2 | 3 |A4| Sl | S2| 3 | A | S1 | 2| S3 | <4

5 874 | 83 24| 17 154 598 2218 18 93 B5 724.71428 | 50.4| 9.1| 37175
10 66.7| 16.1| 157 14 225 46)9 212 92 11.8 @3.8 6816.6| 10.0| 522 9.8 27.8
15 65.3| 16.9| 16.00 1.7 20.8 44/0 270 8§81 149 @B.8 66M.7| 14.7| 458 153 240
20 63.3| 17.1| 176/ 18§ 215 429 275 419 147 @43 661B.7| 16.6| 442 16.0 23.p

Note: the variance decomposition shows the percentageteip-ahead forecast error variance
SI shock in GDPS2 shock in inflationS3 shock in commodity price§4 shock in real interest rate.

The variance in real interest rate is generallylarpd by innovations in the inflation
(44% at 20 quarters). However, the innovation al cemmodity prices explains 16%
of the variance, similar to the magnitude explaibgdhe GDP.

Finally the variance in inflation is explained g own innovation. However, the
second most important innovation which explainsvéwance in inflation is given by
the real commodity prices, which explains the 27&%20 quarters. Garner (1989)
reported that “innovations in the CRB index explabout 25 percent of the
prediction error variance for the CPI after foriglg months” p. 513.

6 Robustness
In the next section we present the results of codehusing the disaggregated CRB
index of commodity prices: Oil prices, Metal pgcand Raw material prices; and
other indexes as in Moody's and Standard & Poardex. In tables 3 and 4 we
present the result of the model in difference aahfrequench’ .

In general we can see that the signs of all thdficants are still the same,
however the contemporaneous reaction of real contynpdces given an increase in
the economic activity is still positive but not sificant, except when we are using the
FED real interest ratd @ble 3).

Table 3Model with desegregated commodity price indexes: emation of the
contemporaneous relationshipsdifference at annual frequency(t - (t - 4))

(OIL- RCRBO) *
Parameters RFF R1Y R5Y R10Y
-5 -0.1319 -0.1293 -0.1396 -0.1463
(0.0529) (0.0537) (0.0503) (0.0492)
- B -2.9247 -1.7471 -1.4831 -1.1773
(1.4280) (1.1422}% (0.9249) (0.8869)"
45, 10.5029 8.1970 6.1186 5.7422
(3.6529) (2.4518) (1.7990) (1.7652)
- B, -0.2425 -0.2316 -0.1960 -0.1638
(0.1084) (0.0802) (0.0558) (0.0460)

18 The result for the model in difference at quaytémrbquency are in Appendix D
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iy 0.9194 0.9088 0.8820 0.8483
(0.2153) (0.1363) (0.0912) (0.0746)

s -0.0847 -0.0550 -0.0255 -0.0174
(0.0297) (0.0152) (0.0083) (0.0062)

(Metals- RCRBM)*

) -0.0414 -0.0366 -0.0568 -0.0635
(0.0546)" (0.0536)" (0.0508)" (0.0496)"

- B, -2.3078 -1.5994 -0.7290 -0.4450
(0.9956) (0.8899) (0.7637)" (0.7301)"

25, 5.1237 4.8922 4.1568 4.3423
(1.9539) (1.6572) (1.4049) (1.4141)

- B2 -0.1815 -0.2296 -0.1876 -0.1456
(0.0895) (0.0721) (0.0530) (0.0454)

s 0.9345 0.9556 0.9451 0.9061
(0.1407) (0.1155) (0.0852) (0.0741)

iy -0.0984 -0.0799 -0.0492 -0.0377
(0.0225) (0.0162) (0.0097) (0.0078)

(Raw Materials- RCRBR)

- B -0.0646 -0.0455 -0.0625 -0.0692
(0.0521) (0.0518) (0.0496)" (0.0483)

- B, -1.4274 -1.0202 -0.5845 -0.4774
(0.5902) (0.5774) (0.5112)" (0.4821)

25, 2.6179 2.6192 2.2945 2.3948
(1.1653) (1.0772) (0.9380) (0.9480)

- B, -0.1571 -0.2145 -0.1965 -0.1536
(0.0841) (0.0699) (0.0527) (0.0452)

iy 0.9043 0.9333 0.9352 0.8935
(0.1290) (0.1103) (0.0844) (0.0741)

— A2, -0.1349 -0.1172 -0.0740 -0.0591
(0.0306) (0.0229) (0.0143) (0.0119)

' Level of significance below five percent.
*Number of lags 12. The value in parenthesis isstla@dard error

Additionally, the reaction of inflation to an in@®e in the GDP is just significant
in the case when we use the oil prices (this resar¢ the same in the difference at
guarterly frequency model, séppendix D).

Comparing the reaction of the different commoditig@s given an increase in the
real interest rate, we can see that the overstgpaihigh in oil prices. Moreover, the
reaction of oil, metal and raw material is higheing the FED real interest rate.
However, for the case of metal and raw materialgs; the magnitude of the reaction
is very similar using the interest rates at 5 adgdars. On the other hand, as we have
seen previously, the reaction of real interest t@mommodity prices is significant but
small. Nevertheless using raw material prices mégnitude increases, especially in
the case of FED interest rate and 1 year inteagst r

The estimations with the Moody’'s and Standard &rPomdex are presented
in Table 4. Using the S&P index, we find that the reactioncommodity prices to

real interest rate is still negative and significakdditionally, the magnitude of the
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overshooting is high with all the different intereates®. The reaction of real interest
rate to commodity prices is positive, significantdamall.

Table 4 Estimation of the contemporaneous relationshigs
Difference at annual frequenC)(t - (t —4))

Model with Moody’s Index: (RMOOQO) *

Parameters RFF R1Y R5Y R10Y
_Iggl -0.0350 -0.0402 -0.0898 -0.1119
(0.0821) (0.0806)" (0.0734) (0.0709)
_13301 -3.6118 -2.9056 -3.0195 -3.0365
(0.9156) (0.8074) (0.7262) (0.7055)
13304 2.1004 1.5136 1.5812 1.7400
(1.1262) (0.9099)" (0.9037) (0.9380)"
_1321 -0.2832 -0.2584 -0.2386 -0.1711
(0.1239) (0.1046) (0.0761) (0.0648)
_1322 0.8812 1.0162 1.0257 1.0292
(0.1243) (0.1113) (0.0880) (0.0778)
_1323 -0.0710 -0.0716 -0.0532 -0.0480
(0.0253) (0.0201) (0.0135) (0.0108)

Model with S&P index: (RS&P)’
_ﬁgl -0.1848 -0.1957 -0.2038 -0.2115
(0.0677) (0.0642) (0.0603) (0.0583)
_ﬁgl -5.2142 -4.0594 -3.4002 -2.9487
(1.2866) (1.0631) (0.9795) (0.9543)
ﬁ& 9.7250 8.8614 9.0491 9.2720
(1.8548) (1.5500) (1.5382) (1.5723)
_/81(1)1 -0.1520 -0.1939 -0.2186 -0.1674
(0.1573)" (0.1013)" (0.0698) (0.0587)
_,322 1.8474 1.5423 1.3150 1.2343
(0.3229) (0.1918) (0.1288) (0.1070)
_1323 -0.1287 -0.0846 -0.0547 -0.0441
(0.0337) (0.0186) (0.0112) (0.0087)

Y Level of significance below five percent.
*Number of lags 12. The value in parenthesis isstla@dard error

The results using the Moody’s index show that thetemporaneous reaction
of commodity prices given an increase in the rearest rate is small and not
significant. This result is explained by the shge@f data in 1980:Q1, and are similar
to Arangoet al(2008). To check the robustness of this resulestenate the model
with the CRB index and the S&P index for the saragqal. The results are reported
in Appendix E. As we can see for CRB and S&P index, the conteamsmus

reaction of commodity prices given an increaseeaf mterest rate is still significant.

7. Conclusions
The most important results have been reportedignsiction. In general we find the

empirical evidence to support our model. We es@ntato models: one in difference

91n Appendix D we can see the impulse responseifimof each model - the dynamic of both is still
the same.
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at quarterly frequencyt-(t-1)) and the other in difference at annual frequency
(t-(t-4)). For both models we find that the reaction of reainmodity prices to

economic activity is positive, and to the real iest rate is negative, as our model
predicts. Both coefficients are significant. We dfithat the overshooting of
commodity prices to 1% increase of real interest @an be between 3.87% and
5.97% in the first model and between 2.86% and %.08 the second model,
depending on the real interest rate used. In gertkeovershooting in the difference
at quarterly frequency model is bigger, especiallthe case which uses the real Fed
Funds rate.

The second important result is that as our modedlipts, we find a positive
contemporaneous reaction of real interest rate i economic activity and
commodity prices. We find that the increase of thal interest rate given a 1%
increase in commodity prices can be between 0.20800207% in the difference at
guarter frequency model and between 0.17% and 0i058te difference at annual
frequency model. This result is significant eveouph the magnitude is reduced.

On the other hand, the dynamic of our model isebatt the difference at
annual frequency model, especially because we &ndegative and significant
impulse response of economic activity to a shoctoimmodity prices between th& 5
and 1¢' quarters. This result is widely reported in therfiture. Additionally, the
dynamic of our model given an increase in the nei@rest rate or monetary policy
shock is as we expected, particularly the immebjiateegative overshooting of
commodity prices from the position of equilibriurwhich some quarters later is
reflected in a low inflation.

The third interesting result is that using a digaggte index of commodity prices:
oil, metals and raw materials, we find that therskieoting of oil prices is the highest.
Additionally, the overshooting for all the commadjtrices is especially high when
we use the real Fed Funds rate.

And finally we found that using the aggregate indéx6tandard and Poor’s index
S&P the reaction of commodity prices to real indéreate is still negative and
significant. However these results are still negabut not significant using Moody’s
index. One of the reasons for this is the shortdgiata. However, using the CRB and
S&P index for this shorter period (1980-2009) wadfithat our result is still

significant.
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In summary we can see that as has been report&daokel, commodity prices
are flexible and react immediately to monetary @pliactions. One of the
recommendations of monetary policy is that accaydmith this evidence, the
commodity prices can be seen as an indicator ofthent monetary policy position.
Then high real commodity prices can be seen ag@ansionary monetary policy and
low real commodity prices can be seen as contr@@tio monetary policy.
Additionally, they help to predict inflation, anden monetary policy rules react to an
increase in commodity prices, this reaction istreddy small. In general, and as
suggested by Cody and Mills (1991) this reactioousth be higher if the monetary
policy are more compromised with his target.

Some future research can be carried out by reglatata from the United States
with global data such as: world inflation, world 8and world interest rates. One
possible way to do that is making a weight aveiagéfferent countries. Furthermore,
other ways to check the robustness of our modey iasing the GDP deflator as an
alternative to CPI in order to convert the intenege and commodity prices in real
terms. Moreover, the development of more theoretiwadels can be very useful in
understanding the dynamics of commodity prices @athetary policy. Finally, the
literature on VAR models offers different ways teeccoming this problem. One of
these is by using, for example, long-run identifma restrictions instead of
contemporaneous restrictions. This model was pexpdsy Blanchard and Quah
(1989) and has been widely used in the literatlitee use of FAVAR or Factor
Augmented VAR models has appeared recently. ThilR\MAodels allows us to
increase the number of variables without losinglgsaof freedom. The idea is to take
the principal component of a large number of vdealand use it as one variable in
the VAR model. In this way, we are taking into asebthe majority of information

available, and modelling the economy more accuratel
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Appendixes

Appendix A: Frankel model (1986) and (2006)

This model is taken from Frankel (1986) and (20@®ankel follow the idea of Okun
(1975) that presumed that in the economy therdévesalifferent prices: the prices of
manufactured goodsp(, in log form) and the prices of basic commoditigs (n log
form).The former are sticky and the latter are ifdx He assumes that if
commodities are homogeneous and storable then, gheysubject to the arbitrage
condition:

pe +c=i (1)
wherec =cy-sc-rp, cyis the convenience yield from holding the stosk,is the
storage costsp is the risk premium andis the interest rate. (Frankel, 2006)
Equation (1) represents the expected return frolditng the commodity for another
period as inventories should have the same valubethe commodity were sold at
today’s price and the proceeds deposited in th& ttaearn interest.

The level of manufacture price is fixed by each owdity’s past history. It can
adjust itself in response to excess demand onlglugdly over time, in accordance
with an expectations-augmented Phillips curve:

P =V(Yn = Vi) + P )
wherey,, is the log of demand for manufacturgs,is the log of potential output in
manufactures ang°is the expected rate of inflation.

Excess demand is defined as an increasing fundfothe price of commodities
relative to manufacture and a decreasing functiadheoreal interest rate:

Yo = Y = (P = P) —0rfi — p° - T) (3)
wherer is constant term. The long-run equilibrium is definwhen there is zero

excess demandy(, =y,,) and the relative price of the two commoditigs. ¢ p,,)

settles down to a given valu@ (- p,,) and the real interest rate p°) becomes .

Substituting (3) in (2)

P = v|6(p. - pn)-ali - p* =7 )|+ p° (a)
Assuming that the money demand equation is given by
m-p = ®y - i (5)
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wheremis the log of the nominal money supply s the log of the overall price level,
yis the log of total outputp is the elasticity of money demand with respect to

output andA is the semi-elasticity of money demand with respethe interest rate.
The overall price level is an average of manufactprices, with weightr , and

commodity price {—-a):

p=ap,+({1-a)p, (6)
Substituting (6) in (5)
m-ap,, —(1-a)p, =y - A (7)

The long-run equilibrium version of the money dethaguation is as follows:
m-ap, - (1-a)p, = dy - Al

Using the result — p°® =1

, we have:
m-ap,, ~(1-a)p, = ®y - A(7 + p°) )]
Taking the difference of the two equations (7) &éid
a(p,, = Pn)* (L-a)p. - Pc)= A - p°-1) 9)

Where it is assumed that no changes in the monggiysym=m) and (y=Yy) are

expected.

Now combining equation (1) and (9)

1-a
A

Combining equation (4) and (9) and using the nozatibn (p, — p,, =0)

B0 =) l(p. =) ~(p =B =T [a(p, )+ - a)(p. ~p.)

Pu)+———(p. D)+ p°+7 -c (10)

P = V(P —ﬁc)[é—@}—v(pm —r)m)[5+”ﬂ+ p° (11)

The model is closed assuming that expectationfoameed rationally:

p*=pandp;=p,

The differential equations (10) and (11) can betemiin a matrix form, and solving

the systenjA—Hl| =0, Frankel (1986) found the characteristic rootsinggust the

negative characteristic roots @) that guarantee that the system is stable, thdisol

can be written as:

Do = =6(Pry = o) + P°

p. =-6(p = B.)+ p*+7 -c (12)
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Notice that using the arbitrage condition and theildrium equationi — p® =r the
equation (15) can be written as:
P =-6(p. = P.)+ b

And assuming that in equilibriurp, = p,, = p we have

P ==6(p. = )+ p° (13)
This equation is the same as the classic Durbusgebslbooting model, but with the
price of commodities substituted for the price ofeign exchange and with the

convenience yield substituted for the foreign iestrrate (Frankel, 2006).

Appendix B: Source of data and Unit Root Test Restd
GDP: Gross Domestic Product of US: Bureau of Ecandmalysis:

http://www.bea.gov/

INF: Annual inflation of US: Bureau of Labour Stdics, Datastream.
CRB: Commodity Research Bureau: Datastream.

FF: Federal Funds rate: Datastream

1Y, 5Y, 10Y: Treasury yields rates: Department cédsury, Datastream.
MOO: Moody’s Index: Datastream

S&P: Standard and Poor’'s index, Datastream

Table B1: Unit Root Test Results

| GDP INF RCRB RFF R1Y ‘ R5Y | R10Y

Levels

ADF (AIC)* 0.3215 0.4999 0.8061 0.2333 0.037p 0038 0.0624

ADF (SIC) 0.2452 0.4319 0.7445 0.067P 0.0737 0.0880.0546

Phillips-Perron 0.2633 0.1540 0.700( 0.0219 0.030®.6550 | 0.0716
Levels

RCRBM RCRBO RCRBR | RMOO RS&P

ADF (AIC) 0.1165 0.8243 0.7334 0.1373 0.5715

ADF (SIC) 0.1466 0.6026 0.5411 0.657p 0.5636

Phillips-Perron 0.2602 0.5749 0.5671 0.5087 0.47B4

*All the tests give us thp-valueto accept the null hypothesidd: there is a unit root)

Note: All the variables, in quarterly and annudiedtence, aré(0).
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Appendix C: Impulse response function: Cholesky decompositionmodel in difference
at annual frequency with R5Y

Response to Cholesky One S.D. Innovations + 2 S.E.

Response of d4(GDP) to Shock 1 Response of d4(GDP) to Shock 2 Response of d4(GDP) to Shock 3 Response of d4(GDP) to Shock 4
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Note: shock 1: represents a shock in GDP, shock 2esepits a shock in inflation, shock 3 representmeksin
real commodity prices, and shock 4: representBoeksin monetary policy or real interest rate.

Appendix D: Estimation with disaggregated indexes: Oil, Metal ad Raw material and
other indexes (Moody’s and S&P index)

Table D1: Model with disaggregated commaodity price indexedifference at quarterly
frecuency(t - (t - 1))

(OIL- RCRBO)*
Parameters RFF R1Y R5Y R10Y
) -0.0995 -0.0966 -0.0961 -0.0782
(0.0495) (0.0492) (0.0484) (0.0472)"
-, -4.2455 -2.6390 -1.9747 -1.9503
(1.5546) (1.1892) (0.9740) (0.9427)
5, 13.3991 10.3866 8.3057 8.8350
(4.1658) (2.7482) (1.9852) (1.8678)
e -0.1248 -0.1499 -0.1317 -0.1057
(0.1194) (0.0832)" (0.0570) (0.0495)
iy 1.1492 1.0542 0.9513 0.9804
(0.2726) (0.1654) (0.1018) (0.0923)
iy -0.1019 -0.0663 -0.0336 -0.0257
(0.0327) (0.0169) (0.0087) (0.0070)
(Metals- RCRBM)*
-5 -0.0698 -0.0704 -0.0733 -0.0279
(0.0490) (0.0487) (0.0476) (0.0456)
- B -2.3830 -1.7900 -1.2634 -1.6802
(1.0826) (0.8923) (0.7768) (0.8453)
52, 6.5569 5.4372 4.9743 6.5195
(2.6328) (1.9212) (1.5834) (1.8093)
- B -0.1744 -0.1754 -0.1433 -0.1005
(0.0913)" (0.0745) (0.0551) (0.0497)
e 0.8994 0.9440 0.9403 0.9754
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(0.1644) (0.1291) (0.0939) (0.0919)
iy -0.1049 -0.0801 -0.0520 -0.0468
(0.0270) (0.0178) (0.0106) (0.0088)

(Raw Materials- RCRBR)

v -0.0507 -0.0447 -0.0462 -0.0300
(0.0476) (0.0472) (0.0464) (0.0455)"
- B -1.6513 -1.3440 -1.0703 -1.3072
(0.6668) (0.5707) (0.4929) (0.5046)
52, 3.7242 3.2222 2.8285 3.5594
(1.6312) (1.2764) (1.0326) (1.0462)
- B2 -0.1146 -0.1313 -0.1274 -0.0754
(0.0876) (0.0746) (0.0561) (0.0497)
s 0.8727 0.9022 0.8977 0.9830
(0.1503) (0.1280) (0.0954) (0.0887)
iy -0.1572 -0.1258 -0.0803 -0.0750
(0.0376) (0.0285) (0.0176) (0.0138)

Y Level of significance below five percent.

* Number of lags 8. The value in parenthesis isstlamdard error

Table D2 Model with Moody’s and Standard and Poor indexes:difference at

quarterly frequency (t - (t —1))

Moody’s Index: (RMOO) *

Parameters RFF R1Y R5Y R10Y
-5 -0.1645 -0.1704 -0.1567 -0.1561
(0.0674) (0.0679) (0.0679) (0.0672)

- B -3.8621 -3.7863 -3.2995 -3.0264
(0.9092) (0.8897) (0.7767) (0.7456)

25, 4.0671 3.6666 3.5766 3.5347
(1.6227) (1.4815) (1.3326) (1.2761)

- B, -0.1738 -0.1613 -0.0851 -0.0572
(0.1055)" (0.0995)" (0.0824)" (0.0719)

iy 0.8857 0.9589 0.9328 0.9302
(0.1329) (0.1239) (0.1037) (0.0922)

- A2, -0.0859 -0.0927 -0.0679 -0.0571
(0.0236) (0.0206) (0.0159) (0.0132)

S&P index: (RS&P)

) -0.1653 -0.1614 -0.1387 -0.1366
(0.0599) (0.0592) (0.0590) (0.0583)

-, -6.6195 -5.3340 -4.4123 -3.7394
(1.5775) (1.2696) (1.1436) (1.0602)

25, 12.8253 11.3891 11.4872 11.1871
(2.9342) (2.1839) (1.9962) (1.8311)

- B 0.0771 -0.0619 -0.1078 -0.0845
(0.2121)" (0.1317)" (0.0903)" (0.0726)

s 2.2171 1.8447 1.4839 1.3653
(0.5080) (0.2944) (0.1889) (0.1451)

iy -0.1806 -0.1226 -0.0792 -0.0615
(0.0526) (0.0279) (0.0165) (0.0119)

YLevel of significance below five percent.
* Number of lags 8. The value in parenthesis isstfamdard error
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Figure D3: Impulse response function: difference at annualrequency model using R5Y
interest rate
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Note: shock 3 represent s a shock in real commoditepriand shock 4: represent s a shock in monetéicy pr real
interest rate.

Appendix E: Estimation with S&P index and CRB from 1980-2009

Table E1. Contemporaneous relationships model in toth difference
RCRB - difference at annual frequency(t - (t - 4)) -

Parameters RFF R1Y R5Y R10Y
- B -0.1098 -0.0962 -0.1331 -0.1389
(0.0735% (0.0733) (0.0673) (0.0657)

-B% -3.7051 -2.6080 -2.3847 -2.2557
(0.9533) (0.6904) (0.5932) (0.5583)
B, 3.0008 2.2060 1.9646 1.9451
(1.3541) (0.9399) (0.8310) (0.8210)
- B -0.2801 -0.2873 -0.3044 -0.2536
(0.1509) (0.1119) (0.0797) (0.0686)
- 3% 0.8732 0.9843 1.0191 1.0060
(0.1691} (0.1364) (0.1049) (0.0923)
_ﬂ23 -0.1599 -0.1292 -0.0765 -0.0564
(0.0502) (0.0343) (0.0206) (0.0165)
RS&P- difference at annual frequency(t - (t —4)) *

v -0.0932 -0.1358 -0.1110 -0.0998
(0.0827) (0.0665% (0.0585) (0.0572%
) -4.4974 -3.1981 -3.7490 -3.5998
(1.3559) (1.1112) (1.2164) (1.2114)
55, 7.0477 6.0809 8.2556 9.2061
(1.4114) (1.3556) (1.8496) (1.9917)

- B, -0.2320 -0.3202 -0.3729 -0.3186
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(0.1171) (0.0906) (0.0688) (0.0628)
iy 1.4838 1.5152 1.3641 1.3034

(0.1688) (0.1542) (0.1364) (0.1285)
By -0.0617 -0.0632 -0.0571 -0.0496

(0.0154) (0.0140) (0.0111) (0.0098)

Y Level of significance below five percent.

*Number of lags 12. The value in parenthesis &sstandard error
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